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I. INTRODUCTION AND BACKGROUND

Mobile app developers rely on Application Programming In-
terfaces (APIs)—a set of functionalities made available in the
form of third-party libraries (TPLs)—to deliver essential and
non-essential functionality [9]. Unfortunately, the decreased
development costs associated with TPLs often come at the
expense of the privacy and security of consumers [4], whose
personal information can be inconspicuously accessed and
transmitted by TPLs. Comprehensive privacy laws, such as
the GDPR or CPRA, impose certain obligations on software
developers who collect personal information directly or indi-
rectly, including through the usage of TPLs.

Prior research has demonstrated that app developers often
lack an understanding of the TPLs they integrate and how to
configure them [1]. The lack of visibility and adequate control
of privacy-threatening behaviors of TPLs often leads to privacy
harm to users. It could expose developers to increased risks
of non-compliance with data protection regulations, which
require companies to disclose their data collection and sharing
practices and respond to consumers’ requests to access the
personal information held by the company.

Given the difficulties of keeping track of privacy-relevant
behaviors of TPLs, we hypothesized that an app developer is
less likely to disclose the personal information collected
by TPLs in response to a consumer’s subject access
request, as opposed to the personal information that the
developer collects themselves. In this proposal, we present
our preliminary results that offer support for our hypothesis.

II. METHODOLOGY

We selected 160 top-ranked Android mobile apps to ana-
lyze, which we downloaded together with their privacy policies
in November 2021. To determine which privacy policies con-
tained instructions for submitting a verifiable consumer request
(VCR) under the California Consumer Privacy Act (CCPA),
two researchers from our team independently labeled the text
of each policy. Our analysis indicated that out of the selected
160 apps, 109 (68%) included CCPA-specific disclosures
in their privacy policies (with Krippendorff’s alpha = 0.81,
indicating an acceptable level of inter-rater agreement [6]).

App Testing. We manually tested the selected 109 apps
using phones with our instrumented version of Android 9 that
monitored resource accesses and all network traffic, regardless
of the use of TLS. (Prior work has applied the same tool [1],
[2], [5], [8], [10].) We set up each test phone—to be used by
an individual tester in California—to use its pseudonymous

identifiers, such as the phone number, email address, user-
names, device identifiers, and other types of information. We
categorized each observed destination domain as either first-
or third-party using the same approach as in [11].

Verifiable Consumer Requests. The CCPA recognizes
that a first party can collect personal information directly or
indirectly and requires the developer (i.e., the first party) to
disclose any personal information it has collected about the
user, including through or by a service provider or contractor.
[3]. For each tested app, a California resident submitted a VCR
to the app developer, requesting specific pieces of personal
information accessed, collected, and shared by the app. Out
of the 109 apps, we received our data in 80 cases.

Ethics. The IRB at our institution determined that this study
does not meet the legal definition of human subjects research,
as it involves the examination of institutional processes and
does not collect data about individuals [7].

III. PRELIMINARY RESULTS

To test our hypotheses, we used a two-sample z-test. We
compared the proportions of personal information disclosed
in response to our VCRs that was: 1) collected directly by the
developer and 2) collected indirectly by a third-party library.

In the 582 flows, we observed transmissions only to third-
party domains in 178 cases, of which only 20 (11%) were
disclosed to us in response to our VCRs. We observed trans-
missions to first- and third-party domains in the remaining
404 cases, of which 266 (66%) were disclosed. The difference
between these proportions was statistically highly significant
(p < 0.001) supporting our stated hypothesis.

IV. DISCUSSION AND FUTURE WORK

Our initial results support our hypothesis that app developers
are less likely to disclose the personal information collected
by TPLs in response to a VCR, than the personal information
that the developer collects themselves. Given the growing list
of privacy regimes focusing on data governance practices and
making developers accountable for all the resource access
during an app execution, third-party code execution poses a
grave threat to consumers and app developers.

In our future work, we want to correctly attribute data flows
that originate in the code of the TPL as opposed to the devel-
oper’s codebase. We also want to understand how TPL vendors
can offer greater transparency of their information practices
and enable developers to comply with subject access rights.
These technical and regulatory questions must be answered to
make the mobile app ecosystem more privacy-conscious.
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